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Concurrent data-intensive 
threads result in reduced  
throughput for 
multiple DSA engines.
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In HBM we see similar effects 
as in DRAM
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Benchmark – Inter-Socket Data Transfer with DSA
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throughput than one CPU. 

No throughput scaling for multiple DSA 
engines.
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Inter-socket transfers incur huge 
throughput penalties.
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On-the-fly Data Distribution
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On-the-fly Data Distribution
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On-the-fly Data Distribution
Baseline Execution Time
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On-the-fly Data Distribution
Baseline Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized Execution Time
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On-the-fly Data Distribution
Optimized using DSA
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On-the-fly Data Distribution
Optimized using DSA
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On-the-fly Data Distribution
Optimized using DSA
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On-the-fly Data Distribution with DSA - Benchmark
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On-the-fly Data Distribution with DSA - Benchmark

18% performance 
improvement compared 
to the baseline
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On-the-fly Data Distribution with DSA - Benchmark

18% performance 
improvement compared 
to the baseline

6% performance 
improvement compared 
to CPU-based ODD
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Summary

DSA allows memory operation offloading …



Demystifying Intel Data Streaming Accelerator for In-Memory Data Processing 
Dresden University of Technology / André Berthold

Slide 72

Summary

… with higher throughput
compared to one CPU.

DSA allows memory operation offloading …
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Summary

… with higher throughput
compared to one CPU.

… with high-priority memory 
access

DSA allows memory operation offloading …
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Summary

… with higher throughput
compared to one CPU.

… where DSA interferes with CPU,

but CPU has minor influence on 
DSAs throughput.

… with high-priority memory 
access

DSA allows memory operation offloading …
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